
COL 10(2), 021003(2012) CHINESE OPTICS LETTERS February 10, 2012

Camera calibration approach using
circle-square-combined target
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Calibrating a small field camera is a challenging task because the traditional target with visible feature
points that fit the limited space is difficult and costly to manufacture. We demonstrate a novel combined
target used in camera calibration. The tangent points supplied by one circle located at the center of a
square are used as invisible features, and the perspective projection invariance is proved. Both visible and
invisible features extracted by the proposed feature extraction algorithm are used to solve the calibration.
The target supplies a sufficient number of feature points to satisfy the requirements of calibration within a
limited space. Experiments show that the approach can achieve high robustness and considerable accuracy.
This approach has potential for computer vision applications particularly in small fields of view.
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The demand for machine vision applications in small field
of view (FOV), such as three-dimensional (3D) teeth
reconstruction and machine parts detection and mea-
surement etc., has increased in recent years. Conse-
quently, significant attention has been devoted to this
topic. Camera calibration is the primary task of these
applications. It determines the mapping between the 3D
world reference frame and the image plane based on the
camera model[1,2]. In the calibration process, target plays
a crucial role in determining the internal physical camera
parameters (intrinsic parameters) as well as the 3D posi-
tion and orientation of the camera relative to the world
reference frame (extrinsic parameters).

According to the visual properties of the feature points,
calibration target can be classified into two groups,
namely, target using visible feature points (VFPs) and
target using invisible feature points (IFPs). VFPs re-
fer to all the feature points that can be observed and
extracted from the images directly such as corners and
intersections. On the contrary, IFP uses feature points
that are hidden on the target such as circle centers, tan-
gent points, and vanishing points which require feature
extraction and further geometric calculation[3]. Gener-
ally, current calibration approaches use targets from one
of the two types, two-dimensional (2D) square matrix
and chessboard[2,4,5] targets. These two types of target
are used widely in calibration because of the simplicity
of their feature extraction and high calibration precision.
On the other hand, due to its better manufactured accu-
racy and high robustness against random noise, the circle
features, such as circle matrix, concentric circle, and their
matrices, have always been adopted for IFP targets[6−13].

For a small FOV calibration task, 2D target is the best
choice because a tiny 3D target would be difficult and
costly to manufacuture and a one-dimensional (1D) tar-
get would require a large space[14]. However, the con-
ventional 2D targets with square or circle matrices are
difficult and costly to manufacture in a tiny size, and

one square or circle cannot supply the sufficient number
of points.

Figure 1 shows a novel circle-square-combined target.
This target combines the two categories of targets men-
tioned above and uses square corners (points 1-4) as VFP
and tangent points (points 5-12) from the corners to the
circle as IFP. With this layout, the target is able to
provide sufficient feature points within a limited space,
which satisfies camera calibration task in small FOV.

The precondition of using this kind of tangent points
in calibration process is that they should be invariant in
perspective projection. Perspective projection is not a
shape preserving transformation, hence, a circle is trans-
formed into an ellipse[6]. The projection remains circular
only when the object surface and the image plane are
parallel[15].

Figure 2 shows the perspective projection of a circle.
Let the world coordinate system Ω1:o− xwywzw be cen-
tered at the camera optical center, and let zw axis be
perpendicular to the object plane π1 where circle C1 is
located. The homogeneous coordinates of a point on cir-
cle C1 are xw= (xw, yw, zw, 1)T, l1 is the tangent line
from arbitrary point Q1 outside the circle on the plane,
and P1 is the tangent point. The equation of the circle
in the world coordinate system is

xT
wC1xw = 0, (1)

Fig. 1. Feature points in a novel combined target.
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Fig. 2. Perspective projection of a circle.

where C1 is the parameter matrix of the circle. Let the
camera coordinate system Ω2: O−xcyczc be centered at
the camera optical point, and let zc axis be perpendic-
ular to the image plane π2. Note that the perspective
projection of the circle C1 is ellipse C2. The homoge-
nous coordinates of a point on ellipse C2 are xc= (xc,
yc, zc, 1)T. The transformation from world to camera
coordinate system is described as

xc = Axw, (2)

where A is the tranformation matrix from Ω1 to Ω2. The
tangent line l1 after perspective projection is line l2 on π2

(perpendicular projection is excluded in the discussion).
Note that P1 and Q1 in Ω1 are transformed into P2 and
Q2 in Ω2, with their coordinates marked as xwP1, xwQ1,
xcP2, and xcQ2. The relations of the four points are

xcP2 = A · xwP1 and xcQ2 = A · xwQ1, (3)

where matrix A is non-singular and consists of standard
orthogonal bases. From Eqs. (1) and (2), we have

xT
c

(
A−TC1A−1

)
xc = 0. (4)

Note that C2 = A−TC1A−1 is the paramter matrix of
ellipse C2 which is transformed from C1. The point P1 is
transformed into P2 on C2. Note that P2 and Q2 are on
line l2. Assuming l′ is the tangent line of C2 on point P2

in Ω2 coordinate system, then it can be expressed as

l′ = C2 · xcp2 = A−TC1A−1 · xcp2. (5)

From Eqs. (4) and (5), we obtain

xT
cQ2 · l′ = (A · xwQ1)T · (A−TC1A−1 · xcp2)

= xT
wQ1 ·C1 · xwP1 = xT

wQ1 · l1 = 0. (6)

It shows that point Q2 is also on line l′, indicating that
l′ and l2 are the same line. Therefore, these points are
justified inviarant during perspective projection.

The calibration steps for the small FOV proposed in
this letter are illustrated in Fig. 3. The rectangle marked
with dotted lines is the illustration of the feature extrac-
tion algorithm of a combined target. The specific steps
are as follows.

1) The image coordinates of the corner points are ex-
tracted by applying the sub-pixel Harris method and
saved according to the sequence shown in Fig. 1. The
sequences of the corner points are derived easily by con-
trasting their image coordinates.

2) Adaptive threshold method is used to obtain bi-
nary images. Subsequently, the ellipse contour is selected
by filtering unclosed counters and using a given length
threshold.

3) Using least square method to fit the ellipse contour
obtained from step 2), the ellipse parameters are deter-
mined, including image coordinates of the ellipse center,
lengths of the major and minor axes, and angle of the
major axis.

4) Let the ellipse coordinate system Oe − xeye be cen-
tered at the ellipse center and let its xe axis be the ellipse
major axis. Solve the coordinates of tangent points using
the simultaneous equations combined by ellipse equation
and its tangent chord equation in Oe- xeye. Transform
the points back into the image coordinate system and
save them according to the sequence shown in Fig. 1.

Figure 4 introduces the pinhole camera model used in
the calibration. The world and camera image coordinate
systems are Ow − xwywzw, Oc − xcyczc, and Ou − xuyu

respectively. Define Ocxc//Ouxu, Ocyc//Ouyu, and Oczc

as perpendicular to the image plane. Point P, with ho-
mogeneous coordinates P̃w= (xw, yw, zw, 1)T in the 3D
world coordinate system is transformed into p̃u= (xu,
yu, 1)T in the image coordinate system. The camera
model can be described as

sp̃u = A [ R T ] P̃w = HP̃w, A =

[
fx 0 u0

0 fy v0

0 0 1

]
,

(7)

where s is a scale factor, 3 × 3 R and 3 × l T are the rota-
tion matrix and translation vector, respectively, A is the
intrinsic parameters matrix, where fx and fy represent
the focal length in terms of pixel in the x and y direc-
tions, respectively, (u0, v0) are the image coordinates of
the camera principal point, and 3 × 4 H is the mapping

Fig. 3. Calibration using combined target.

 
Fig. 4. Pinhole camera model.
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matrix from the 3D world to the 2D image coordinate
system. According to Eq. (6), at least six points solve
the problem because every point provides two indepen-
dent equations.

The calibration approach using a combined target is
described below according to the camera model and the
flow chart in Fig. 3.

1) The 2D combined target is composed of a square
and a circle, which are homocentric with inverse colors,
and the diameter of the circle is shorter than the length
of the square.

2) Let Ow − xwywzw represent the world coordinate
system centered at one corner of the target, and plane
xwowyw represent the target plane. The world coordi-
nates of the 12 feature points can be calculated easily.

3) With the square and circle in the FOV, move the
combined target at least twice and capture an image by
each move.

4) The image coordinates of all the feature points in
each image can be extracted with the algorithm presented
previously.

5) With both the world and image coordinates of the
feature points, the mapping matrix of the projection can
be calculated. An initial guess of the camera parameters
is acquired based on the orthogonal property of matrix
R[2]. Subsequently, the camera parameters are optimized
using the nonlinear Levenberg-Marquardt algorithm with

min
∑

i

∑

j

||X̂u

ij − X̂
u

ij(fx, fy, u0, v0)||, (8)

where Xu
ij represents the extracted image coordinates of

the ith point on the jth image and X̂
u

ij is calculated by
the calibrated camera parameters based on the model.
However, because lens distortion is not discussed in the
model, this calibration procedure works only for lens with
little distortion or for images corrected by distortion sep-
arated calibration method.

In order to simulate the ellipse on the combined target,
30 equal step-points on the circle edge were used. The
30 points and 4 corner points in 3D world were projected
onto 10 virtual images using the parameters shown in
Table 1 (intrinsic parameters) and Table 2 (extrinsic pa-
rameters). Thirty projected points on each virtual image
were used to fit the ellipse and calculate the image coor-
dinates of tangent points.

The tangent points from the corners to the ellipse are
IFP, thus, in order to simulate the noise effects in el-
lipse extraction and its influence on computing tangent
points, Gaussian noise (location deviation) with 0 mean
value and standard deviations from 0.1 to 1.0 with in-
creasing pace 0.1 (pixel) was added to the points. Af-
ter ellipse extraction as well as fitting and calculation of
tangent points, the calibration process was implemented.
Fifty independent experiments were conducted to avoid
randomness. The average results are shown in Fig. 5.
To evaluate the calibration results, the root mean square
(RMS) re-projection and normalized calibration errors
(NCE)[16] are defined as

RMS =

√√√√ 1
n

n∑

i=1

[(
x(ui) − x̂(ui)

)2 + (yui − ŷui)
2
]
, (9)

NCE =
1
n

n∑

i=1

[
(x̂ci − xci)

2 + (ŷci − yci)
2

ẑ2
ci

(
f−2

x + f−2
y

)
/12

]1/2

, (10)

where (xui, yui) represent the extracted image coordi-
nates of the ith point and (x̂ui, ŷui) are calculated by
the calibrated camera parameters based on the model.
In Eq. (10), (xci, yci, zci) represent the true coordinates
of the ith point in the camera coordinate system and
(x̂ci, ŷci, ẑci)are evaluated as the intersection of the back-
projection line of the sensed point and the plane z = zci.

In Fig. 5(a), when the noise deviation for the points
on the ellipse is less than a pixel, the relative error
of camera intrisic parameters fx, and fy satisfies the
calibration accuracy significantly. The RMS and NCE
errors are shown in Figs. (b) and (c). Both demonstrate
that this approach has high accuracy. When the ellipse
point location error rises to one pixel, the RMS error of
the proposed approach is less than 0.16 pixel, whereas
the NCE error is less than 0.4 pixel. Adoption by the
ellipse extraction and fitting of a considerable num-
ber of contour points which decrease the noise influence

Fig. 5. Calibration results of different noise levels on ellipse
points. (a) Relative error; (b) RMS error; (c) NCE error.
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Fig. 6. Five images captured by camera in small FOV.

account for these results. Moreover, these guarantee the
precision of the invisible tangent points and high accu-
racy of the calibration results.

In the actual experiment shown in Fig. 6, five images
of the combined target were captured by a camera in
small FOV with a resolution of 800 × 600. The size of
one pixel on CCD is 4.4 × 4.4 (µm). The length of the
square is 9 mm and the diameter of the circle is 5 mm.
After the feature extraction and calibration procedure
mentioned above have been completed, the calibration
results are derived and shown in Table 3.

The RMS and NCE errors are low, indicating that cal-
ibration using combined target in small FOV is capable
of good accuracy. Compared with the commonly used
chessboard target, the combined target has advantage of
robustness against noise and manufacturing cost. The
calibration approach also uses both the VFP and IFP,
which supply a sufficient number of feature points to
satisfy the calibration in a limited space.

Table 1. Accurate Camera Intrinsic Parameters Set
for Simulation

Parameter fx fy u0 v0

Value (pixel) 1 855 1 855 400 300

Table 2. Accurate Camera Extrinsic Parameters Set
for Simulation

Image No.
R T

r1 r2 r3 t1 t2 t3

2 –1.71 –2.16 0.73 –10 –45 477

3 2.07 2.21 –0.27 –34 –43 495

4 1.89 2.31 0.44 –34 –62 476

5 1.85 1.82 –0.49 –40 –46 527

6 –1.40 –2.46 0.78 –1 –50 490

7 1.76 2.01 0.17 –30 –58 518

8 –1.96 –2.30 –0.80 –29 –47 491

9 2.06 2.23 0.35 –33 –45 483

10 –1.81 –2.33 0.78 –7 –39 523

Table 3. Calibration Results Using Combined
Target

Parameter fx fy u0 v0 RMS NCE

Value (pixel) 4 234.92 4 234.12 399.5 299.5 0.110 4 0.223 2

In conclusion, a camera calibration approach with a
new combined target is developed. The perspective pro-
jection invariance of the tangent points generated by the
target is proved. Both visible and invisible feature points
are extracted from the captured images to calibrate the
intrinsic and extrinsic parameters of the camera. The ex-
perimental results, together with simulation and experi-
ment data, show that the proposed approach is effective
and robust. Compared with classical approaches gen-
erally used, the proposed approach provides a way to
calibrate a camera in small FOV with high accuracy.
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